
FAMILY MEDIA/KIDS + MEDIA

What You (and Your Child) Need to Know About
ChatGPT

Understand the potential risks and rewards of generative AI

BY GEMMA ALEXANDER (/AUTHOR/GEMMA-ALEXANDER) 

PUBLISHED ON: SEPTEMBER 20, 2023
 | 

Unless you’ve been meditating in a cave since spring, you are probably aware that the internet is freaking out
about the impending robot uprising. Until recently the stuff of science fiction, artificial intelligence (AI) has
suddenly become a middle school homework issue. In May, my child’s English teacher sent out an email that
read:

“ChatGPT is not an acceptable way to complete assignments for Language Arts. It has pros and cons in other
contexts, but in my class, I hope you’ll understand that when I find students using ChatGPT, they’ll see significant
negative consequences in their grades.”
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Parents must gain a better understanding of those pros and cons if we’re going to set healthy boundaries around
artificial intelligence. Because while parents are trying to understand what ChatGPT even is, kids are already
using it.

What is ChatGPT?

ChatGPT is an artificial intelligence chatbot developed by the company OpenAI. Think of it as Alexa or Siri with an
advanced degree (although the technically minded are quick to point out that it works differently under the hood).
Released in November 2022, ChatGPT is technically still in the testing phase and currently free to use, but a paid
subscription option is available and may be required in the future. Although ChatGPT gets most of the press, it’s
not the only generative AI out there. There are at least a half dozen would-be competitors in different stages of
evolution, including ChatSonic and Google’s Bard. There is even one marketed to kids, PinwheelGPT
(https://www.pinwheel.com/gpt), which comes with parental controls. All of them are designed to answer
questions and follow instructions to complete tasks such as writing emails, articles, code — and homework
assignments.

In one “interview,” ChatGPT explained itself (https://www.bkmoneytalk.com/home/2023/6/7/unpacking-the-buzz-
behind-ai):

“AI is like having a super-smart computer friend. It learns from information and makes smart decisions. The
more it learns, the better it gets at solving problems. But just like people, it can make mistakes and show
biases.… AI is a tool that requires careful development, responsible use, and ongoing monitoring.... It is crucial to
consider ethical implications, address biases, and ensure transparency and accountability in AI systems to
harness its potential for the benefit of society.”

When asked how it would affect teenagers’ lives in the future, ChatGPT replied:

“AI will bring both opportunities and challenges for teenagers. By embracing AI, developing complementary skills,
and understanding its implications, teenagers can position themselves to thrive in a future where AI plays an
increasingly prominent role in various aspects of life.”

Despite the hyperbole about the revolutionary impacts of AI, for parents, the areas of concern remain the same
as for any other internet-related technology: data safety, inappropriate content and digital citizenship.

Data safety

It is illegal to capture personal data from technology users younger than 13 without parental consent. So, like
those of many apps and most social media platforms before it, ChatGPT’s terms of use
(https://openai.com/policies/terms-of-use) state that people younger than 13 aren’t allowed to use it, and those
between 13 and 18 must have a parent’s permission. However, the company takes no real steps to bar underage
users from getting an account (https://openai.com/blog/chatgpt). All you need is a valid phone number.

ChatGPT collects a lot of data (https://tech.co/news/does-chatgpt-save-my-data) from its users. Every single
interaction with ChatGPT is recorded. It also collects geolocation data, IP addresses, transaction histories and all
the cookies. Even if OpenAI only uses that data to train its AI, your information may not be secure. Users have
found ways to query ChatGPT and get it to reveal user input. Personal data risks are not unique to ChatGPT (think
of all those online personality quizzes), so parents need to teach kids not to share personal information — such
as their full name and address — online.
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Inappropriate content

Another parental concern with AI is the risk of exposure to inappropriate content. If you supervise your child’s use
of AI, you can reduce the risk of inappropriate content by specifying kid-friendly answers in the prompts. Without
such guidelines in the prompts, kids’ innocent queries can generate results that range from vaguely disturbing to
wildly inappropriate. Aside from discovering violent imagery and hate speech, it’s almost inevitable that tweens
and teens will use AI to generate dirty jokes, ask questions about sex they are embarrassed to ask an adult or
look for porn (https://www.parentmap.com/article/porn-resources-recommendations-kid-health).

That leads to a new kind of inappropriate content risk: misinformation and falsified images. In her podcast Brave
Writer, Julie Bogart (https://blog.bravewriter.com/2023/02/08/podcast-writing-in-age-of-chatgpt/) warns against
“the volume of misinformation that can be created because ChatGPT does not vet what it offers you. It just acts
as a crawling tool to collect whatever’s out there. So if there’s a lot of misinformation on a topic, it’s just going to
gather it and put it in nice paragraphs for you.”

As Bogart points out, generative AI is really just very advanced predictive text, but sometimes it really does
generate something new — and wholly inaccurate. Known as hallucinations
(https://apnews.com/article/artificial-intelligence-hallucination-chatbots-chatgpt-falsehoods-
ac4672c5b06e6f91050aa46ee731bcf4), AI-generated falsehoods have even included professional-looking
citations of references that don’t exist (https://blogs.library.duke.edu/blog/2023/03/09/chatgpt-and-fake-
citations/).

Although it would be possible to watermark AI-generated content, there doesn’t seem to be much interest from AI
companies to do so. Companies like OpenAI claim that guardrails blocking hate speech and criminal advice from
being put into their algorithms should be sufficient. But tests have shown that these guardrails are getting
weaker (https://www.newsguardtech.com/misinformation-monitor/march-2023/). The newest version of
ChatGPT spreads more misinformation than the last one. ChatGPT may be able to teach your kids how the water
cycle works, but it can also explain how the lunar landing and 2020 election results were faked. Teaching kids
media literacy skills (https://www.parentmap.com/pm-live-raising-critical-thinkers-media-literacy-digital-age) to
recognize when algorithms are feeding them false information should be a top priority both at home and at
school.

Digital citizenship

Bullying is an age-old problem that has pushed itself into the digital world, and bullies are already finding ways
(https://ts2.space/en/the-controversial-use-of-chatgpt-in-cyberbullying-and-harassment/) to use ChatGPT to
send abusive messages and spread rumors. AI can generate and distribute en masse nearly untraceable
anonymous messages — and worse, messages made to look as though they came from someone else. AI art
can be used to create embarrassing deepfake images (https://cyberbullying.org/generative-ai-as-a-vector-for-
harassment-and-harm) of classmates almost as easily as funny memes.

When it comes to homework, ChatGPT raises both educational and ethical concerns. Seattle Public Schools
eighth-grade English teacher Nichole Lau explained in her email to parents, “An AI-generated paper is basically
equivalent to cutting and pasting text off the internet, or to not doing the assignment at all. We’re learning by
doing. Students who aren’t writing aren’t learning.”
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The technological context may make it harder for kids to realize that turning in homework you didn’t generate
yourself is cheating. But AI-generated homework has a second ethical issue: It could also be considered stealing.
A classmate who slips you the answers for a test is complicit in your cheating. But when AI recombines
information on the internet to generate new art or history reports, the original author has no say in it.

In her podcast notes about ChatGPT, Bogart writes, “There are many unsettling questions about what this means
for creators and writers. Where is it getting its information? Who could you unknowingly be plagiarizing by using
it? As a structure, it’s appropriative.”

It’s a point on which reasonable people can disagree. Some people feel that this is not essentially different from
human creativity; that there is nothing new under the sun and most of our so-called original ideas are simply
iterations of things that others created before us. It is incredibly valuable to have a discussion about originality
and plagiarism with your child before letting them use AI. Even very young children can explore this question
when you ask them, “Where did you get the idea for this drawing?” and “How would it feel if someone copied your
story but changed some parts?”

Opportunities

It’s always tempting to avoid complex and problematic topics. Some local schools have already tried to ban
ChatGPT (https://www.seattletimes.com/education-lab/why-seattles-ban-on-students-using-chatgpt-is-doomed-
and-what-comes-next/). But just as comprehensive sex ed is a better approach than silence, it’s better to teach
kids about technology than to avoid it. Kids need these lessons because technology is going to be a significant
part of their adult life. And generative AI does provide opportunities for learning. Whether you’re looking for
recipes or DIY instructions, ChatGPT can be much more efficient — and less distracting — than sorting out
practical guidelines from personal stories on blogs and YouTube channels.
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Used wisely, AI can be helpful in doing homework, too. Apparently, ChatGPT is better than search engines when
you’re looking for answers to a specific question, and it’s great for finding books when you don't remember the
title. Kids have used it as a “proofreader” to identify bugs in their coding projects. There are even appropriate
ways to use AI in writing some of those language arts essays. A student working on an essay could ask ChatGPT,
“What would someone who disagrees with my thesis say?” and then address those arguments in their paper.
From creative writing prompts to personalized bedtime stories, there are myriad ways that AI can be used
mindfully for learning. The New York Times presented a list of 35 creative possibilities
(https://www.nytimes.com/interactive/2023/04/14/upshot/up-ai-uses.html?
unlocked_article_code=1tRahtDfYoPiOZWSvHATzVukb5j2304gZe8pD8uh-
fFTsHI7hv91WClKQDJ9yYW6qVd_T0H1shClttaPFg1ikK69qQd9qtpuYKVTZUwOiUnz4gv79NDmK2NliSGZ_JfDCoU
gWHqJv6Z-sBoL5IcTF1L411WYYheFl2TMGvtzC7k3NH-
M0ikUIqrJdaVhNEDOISm0eVZ9MPhXQK1O_Xa9hTfKWYp_AVS_sg8eGKTYjWu5rLuKEI-
1whLtbKWgSV6x9vWCZnDaletuICtlqsdd-
lG_CCHy1F4O5n6X5yg9wMft7nrbO4_j7MtS3TcJjYvSaXVaSqjBQXmAZLMgYeM&giftCopy=0_NoCopy&smid=url-
share).

A healthy approach

Fortunately, you don’t really need a deep technological understanding of artificial intelligence to parent around it.
For parents, the principles and issues raised by AI programs like ChatGPT are the same ones we’re already
dealing with. General parental best practices for the internet should be extended to ChatGPT and other sources
of AI. That means it should only be accessible to younger kids through a parent’s account and with direct
supervision that tapers off with age and practice. If you haven’t already established clear boundaries
(https://www.parentmap.com/article/teaching-kids-navigate-information-superhighway) and guidelines for your
kids’ cell phone and internet use, now is the time to do so.

As ChatGPT itself said, young people need to develop the “complementary skills” to responsibly use AI. Chief
among these is critical thinking. Not only will critical thinking skills help young people evaluate the ethical
questions that arise from the use of AI, but it can also help them identify and resist the misinformation that AI
seems poised to spread.

Kids who have learned empathy, good citizenship and “upstander” power
(https://www.parentmap.com/article/upstander-power-how-kids-can-prevent-bullying) in person will be less likely
to engage in cyberbullying and more likely to recognize it and call it out when they see it. On the flip side of
empathy, small children anthropomorphize everything, and since AI is specifically designed to sound like a
person, it’s easy for even older users to start thinking of it as someone, rather than something. But kids need to
understand that chatbots are not human or even sentient, and it is not a good idea to ascribe human intent or
values to them. As Mr. Weasley reminded Ginny in “The Chamber of Secrets,” you should never trust anything that
can think for itself if you can't see where it keeps its brain. Talk to your kids about reliable versus unreliable
sources, and how the content they see online is subject to the biases of its creators and to algorithms that often
favor the most extreme views.

Kids also need to understand that what happens in ChatGPT does not stay in ChatGPT. Nobody knows where
their OpenAI data goes or who might get hold of it. So, like everything else on the internet, kids should assume
that it could show up anywhere. It should also be among a family’s internet rules that parents have access to
ChatGPT logs.
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It’s natural for some people to have knee-jerk reactions against new technologies, while others are
unquestioningly enthusiastic about them. But technology is just a tool, and we need to remember who is in
charge. Tools can be dangerous, but approached mindfully with appropriate preparation, families can use
artificial intelligence to promote their kids’ education and even have fun with it. And if you’re really not a fan of
ChatGPT, maybe you could use the CatGPT (https://www.tomsguide.com/how-to/how-to-use-catgpt-what-is-
catgpt) (the GPT-Meow version of ChatGPT) as a distraction that your kids will prefer over the original.

Resources

Parents’ Guide to Critical Thinking (https://reboot-foundation.org/parent-guide/) – Broken down by age
group, the Reboot Foundation’s guide gives parents a better understanding of critical thinking and
information on how to help their children develop critical thinking skills.

PinwheelGPT (https://www.pinwheel.com/gpt) – Free kids’ version of an AI chat app with parental controls.

ChatGPT in School (https://www.dayofai.org/curriculum) – An online training program for teachers that
prepares them to lead “Day of AI” activities in their classrooms.
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